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A test rig recreating a typical machining induced gas–solid flow is used to investigate the behaviour of the
emitted pollutant particles and their effect upon the airflow around the machine tool. The flow is driven
by a rotating cylinder and a tangential jet of inertial solid particles. Experimental data concerning both
particle flow and air flow are collected by means of phase Doppler particle analyser (PDPA) and particle
image velocimetry (PIV). After describing the specific treatments used to discriminate the two phases,
complete results are provided and discussed. Additionally, with the main objective being to optimize
the design of pollutant capture devices for machining systems, tentative numerical simulations are car-
ried out and compared to experimental data. For the one-phase case (air flow without particles), good
agreement between simulations and experiments is found and the superiority of a wall-function based
large eddy simulation (LES) over realizable k—e modelling is highlighted. For two-phase cases, combina-
tion of LES and Lagrangian tracking with two-way coupling leads to simulation results that are reason-
ably accurate considering the low degree of modelling and the empiricism involved. Particle-to-
particle collisions, disregarded in simulations, appear to be a predominant phenomenon in the jet source
region, thus partly explaining some discrepancies observed between simulations and experiments.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

Machining, and in particular the hard-metal machining sector,
is an important source of employee exposure to inhalable dust car-
rying a health risk, cobalt being one example. In this respect, INRS
(Institut National de Recherche et de Sécurité) is currently involved
in developing a method to design pollutant capture devices based
on numerical simulation of the two-phase flows (gas/particles)
produced by machining systems. The particles of pollutants emit-
ted during machining can generally be divided into two main
types: small particles with short response time, presenting a health
hazard, that are transported passively by the airflow, and bigger
particles, whose health impact is low, but that affect massively
the airflow and its turbulence, and hence the dispersion of the
small particles. The main issue being to predict numerically the
dispersion of these small particles, there is a need for a modelling
approach that can accurately predict both turbulent flows gener-
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ated by rotating pieces and turbulent flows driven by inertial
particles.

Most of machining operations involving human operators gen-
erate airflows with typical Reynolds number ranging from 104 to
105 (based on the radius and rotation speed of the revolving ele-
ment). The transient nature of the machining process, the presence
of protruding parts on the rotating element (chuck jaws, teeth), as
well as the time evolving geometry, make the existence of a
stationary mean flow questionable if not impossible, hence the
necessity of using transient simulations. Machining induced air-
flows are characterized by strong streamlines curvature, rotor–sta-
tor interactions, and turbulence occasionally dominated by
vortices shed behind protruding parts of rotating elements. These
characteristics are known to be unfavourable to RANS modelling.
Experiments on three-dimensional turbulent boundary layers (typ-
ically encountered against a circular saw) revealed significant mis-
alignment of the Reynolds shear stress vector with respect to the
mean velocity gradient vector (Littell and Eaton, 1994; Bradshaw
and Terrell, 1969), thus invalidating the concept of scalar eddy vis-
cosity. More recently, while considering the case of a simple rotor–
stator flow, Andersson and Lygren (2006) showed numerically that
this misalignment could keep up far beyond the buffer region.
Therefore isotropic RANS eddy-viscosity models are likely to fail
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partially in rotor–stator flows, and efficient modelling of machin-
ing airflows would require, at least, the use of an unsteady RANS
model fully taking Reynolds stresses into account. In terms of com-
putational complexity, large eddy simulation (LES) appears to be a
competitive alternative, provided that the mesh requirements re-
main reasonable. This can be achieved by coarsely resolving the
LES in the near-wall region, which is the most demanding zone
in terms of spatial discretization, and modelling the flow using a
wall-function in this region. This introduces quite a lot of empiri-
cism, but can be partly justified in flows in which near wall turbu-
lence is not a main issue. We found, however, that such a wall-
function based LES performs surprisingly well for the specific case
of the smooth spinning disc, where wall turbulence is fundamental
(Belut et al., 2005). Additional evaluation of the performances of
such a LES applied to real-like machining conditions can be ob-
tained from comparison with the measurements performed on a
test rig that was realized and instrumented to serve as a reference
case.

The experimental apparatus and measurement techniques are
described in the next Section, then the paper goes on to present
the numerical methods used to compute the motion of the gaseous
and discrete phases in the test rig. In Section 4, experimental results
are given and discussed for both the single-phase airflow and the
two-phase cases, and comparison is proposed with the numerical
predictions to evaluate the interest of the simulation technique.

2. Experimental facility and measurement techniques

The original experimental apparatus developed, sketched in
Fig. 1, has been briefly presented formerly (Belut et al., 2006). It
is made up of an aluminum cylinder (diameter 130 mm, length
150 mm) rotating inside a transparent parallelepiped-shaped
enclosure (400 � 400 � 600 mm). A particle jet recreating the ven-
tilation effects of a real pollutant is obtained thanks to a feeding
system that continuously pushes spherical glass microbeads in a
metallic nozzle against the rotating cylinder, whose surface has
Fig. 1. Test rig and feeding system overview.

Table 1
Summary of test conditions and particle properties.

Cylinder rotation
speed (rpm)

Cylinder peripheral
speed (ms�1)

Particle mass flow
rate ðg s�1Þ

Particle average veloc
from injection ð% RÞ

500 3.41 1.5 ± 6% 80.1%
1000 6.83 1.5 ± 6% 81.4%
1000 6.83 0.955 ± 6% 68%
1000 6.83 0 –
500 3.41 0 –
been made rough in order to help evacuate the particles by friction.
The obtained particle jet is stable, and its flow rate is controlled.

2.1. Discrete phase measurements

Particle velocities, diameters, fluxes and concentration in the jet
were measured using a phase Doppler particle analyser [PDPA]
(Bachalo, 1994), thanks to a Dantec two components PDPA mea-
surement system linked to a Dantec 50 N 10 PDA signal processing
unit. The laser source employed was an Argon-Ion Coherent Innova
70-3 laser, the useful wavelengths being 514.5 and 488 nm. Mea-
surements were taken in reflected light, the transmission and
reception axes forming an angle of 100� (reflection angle of 80�).
Samples of the glass particles employed were characterized before-
hand with a Malvern Mastersizer granulometer in order to corrob-
orate the results obtained by PDPA. This operation was repeated
regularly during the measurement campaign, as the microbeads
were recycled after use, which could have led to granulometric
modifications given the abrasion to which particles were subjected
in the feeding system. The particle sphericity was also checked in
several samples with an optical microscope, as this criterion has
a determining impact on the reliability of the granulometric mea-
surements obtained by phase Doppler anemometry. An amount of
irregularly shaped particles lower than 3% was certified by the pro-
ducer, and observations showed that most of sphericity aberra-
tions were in fact particles sticked together by the manufacturing
process. The resulting bond between particles appeared to be eas-
ily broken during the transit of the particles in the feeding system.
All these examinations revealed no significant microbead modifi-
cation during use.

Two classes of particles were used in the study, namely 50–
150 lm and 100–200 lm glass spheres. The diameter distributions
can be efficiently modelled by a Rosin–Rammler law with param-
eters reported in Table 1.

As the equipment used enabled to get only two velocity compo-
nents, the measurements were performed twice: the third velocity
component was obtained through 90� rotation of the test rig be-
tween the two sets of measurements. The PDPA measurements fo-
cused on the region close to the origin of the jet, the seeding
density being too low elsewhere. Two main planes were explored,
located 30 mm and 60 mm from the point of emission and oriented
normally to the main axis of the jet, as shown in Fig. 2. Additional
data points were also taken through the vertical and horizontal
planes of symmetry of the jet.

2.2. Gas phase measurements

The particle image velocimetry (PIV) technique was used to
characterize the motion of the gas phase in the test rig. Illumina-
tion was realized through a frequency doubled Nd:Yag laser emit-
ting 10 ns duration length pulses in 532 nm wavelength. Images
were taken by a 12-bit, 1324 � 1024 pixels CCD HiSense MKII cam-
era. Both single phase (i.e., without jet of solid particles) and two-
phase measurements were carried out. 5 lm dolomite particles
were used for seeding.
ity at 30 mm Particle size
distribution

Rosin–Rammler median
diameter ðlmÞ

Rosin–Rammler
spread parameter

100–200 lm 158.5 7.98
100–200 lm 158.5 7.98
50–150 lm 104.5 5.98
– – –
– – –



Fig. 2. Measurement planes for PDPA measurements (discrete phase, x = constant) and PIV measurements (gas phase, y = constant and z = constant).
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A robust adaptive PIV algorithm employed to compute displace-
ment fields was developed on the basis of the method proposed by
Thomas et al. (2005). It uses successively phase correlation as sim-
ilarity measure to estimate the global displacement field, and nor-
malized cross-correlation as final estimator. The association of the
two similarity measures allows an automatic identification of
interrogation windows where the local motion cannot be approxi-
mated as linear due to strong shear or rotation, in which case the
correlation peaks of the two similarity measures are not coinci-
dent, hence providing a first validation criterion of the measure-
ment. A second validation criterion is given by the correlation
peak height, since the two correlation functions are normalized.
Using a Monte–Carlo method, we evaluated the probability that
two non-correlated random images present a correlation level
greater than a given threshold, as a function of the image size. This
Fig. 3. Phase discrimination procedure: original (top left), erosion (top r
makes it possible to define a minimum correlation level to retain a
measurement; this level was set so that the probability of obtain-
ing a similar correlation level from random noise was less than 1%.
The program was validated using synthetic translation of images
(Stanislas et al., 2003; Okamoto et al., 2000) and experimental
translation (successive pictures of a black plate seeded with glass
particles and subjected to a known translation). The evaluated
peak locking error was of 0.036 pixels for the 64 � 64 pixels inter-
rogation windows employed.

2.2.1. Phase discrimination
As both glass particles and seeding particles were visible on the

obtained pictures, elimination of the glass particle images was re-
quired to give access to the airflow through PIV analysis. The glass
particle concentration on the pictures was sufficiently low to make
ight), binarization (bottom left), and reconstruction (bottom right).



E. Belut et al. / International Journal of Multiphase Flow 35 (2009) 710–724 713
a morphology-based discrimination feasible, even if a fluorescence
based method would have been preferable. The employed discrim-
ination algorithm (Belut, 2006) works in the following way: in a
first time, the background of the picture is equilibrated by remov-
ing low frequency variation of luminosity. Spots corresponding to
glass particles images are then detected on a size criterion, by
low-pass filtering through image erosion. Eroding is a fundamental
morphological operation that consists in comparing the neighbour-
hood of all pixels of an image with an elementary feature called
structuring element or kernel, and keeping the value of each pixel
only if its neighbourhood matches the structural element. As a re-
sult, all features of the image are shrinked and features smaller
than the structuring element are eliminated. In the present case
the structuring element is a square of 2 � 2 pixels. After this erod-
ing operation, most of the tracer particles are removed from the
image, and only laser reflections and glass particles can be seen,
however shrinked (Fig. 3, top-right frame). The purpose of the next
steps of the algorithm is to reconstruct as exactly as possible the
shape of these reflections and glass particles in the original image.
The eroded image is thus binarized to obtain a map of ‘‘seeds” sit-
uating the approximate location of glass particles (binarization
consists in reducing the 8-bits grayscale image to a 2-bits black
and white image, the threshold above which a pixel is considered
white being here of 33% of the maximum of the grayscale). These
seeds serve as sources to reconstruct the images of glass particles,
thanks to a conditional reconstruction algorithm.

The conditional reconstruction procedure works in the follow-
ing way: each seed pixel is examined in the original image, and
if its gray value is above a given threshold, it is copied in an initially
black image. The procedure is then extended recursively to its
neighbours, until the growth of seeds stops due to the lack of suf-
ficiently bright neighbouring pixels. At the end of this operation,
the pixel values of the new image are identical to the values of
the corresponding pixels in the original image provided they can
be connected to an original seed by at least one continuous path
of sufficiently bright pixels. Hence the original shape of glass par-
ticles and reflections is isolated from the background of the image
and from the tracer particles of the gas phase. The reconstruction
threshold was determined empirically so as to remove all laser
reflections in single phase cases: a value such that 95% of the pixels
of the image are less bright than this threshold was found to yield
satisfactory results.

Any non-black pixels in this reconstructed image must be
masked during the PIV treatment, so as not to affect the velocity
measurements of the gas phase. This is done by affecting to the
pixels to be masked a temporary value during the computation
of similarity measures which does not modify the value of the cor-
relation function for any relative displacement of paired interroga-
tion windows. This neutral value is a zero gray level when phase
correlation is used, whereas it is the mean gray level of the inter-
rogation window when normalized cross-correlation is employed.

The steps of the discrimination algorithm are illustrated in
Fig. 3. The represented area corresponds to the region at the origin
of the particle jet, the cylinder and injection nozzle being clearly
visible thanks to laser light reflections.

2.2.2. Particle masking efficiency
As in some cases glass particle images may appear of the same

size as tracer particles, for instance when they are at the edge of
the laser sheet, a bias in the phase discrimination procedure can
be expected. Hence a purely size-based phase discrimination can-
not be totally effective. It should be noted, however, that in our
case the concentration of glass particles is quite low, except in
the jet source region. Thus, glass particle images generally contrib-
ute only to the background noise of cross-correlation functions. In
the jet source region, where the concentration of glass particles is
high, these particles present a significant slip velocity with respect
to the fluid, which makes their presence in paired interrogation
windows of two successive PIV images unlikely, the time interval
between two successive shots being adjusted for the velocity field
of the fluid. Hence, in that case also, glass particle images generally
add noise to cross-correlation functions.

Evaluation of the masking algorithm can be obtained by analys-
ing synthetic images of a two-phase flow (Belut, 2006). This was
done simply by adding to a pair of PIV images, for which the dis-
placement is known, a pair of images of larger particles subjected
to another displacement. The application of the phase discriminat-
ing PIV algorithm to such synthetic images indicated a discrimina-
tion error on seeding particle displacement lower than 1.4 � 10�2

pixels when 20% of the image area was covered with large parti-
cles, and lower than 7.8 � 10�3 pixels when less than 5% of the im-
age area consisted in large particles. Except in the jet source region,
less than 5% of the PIV pictures were covered with glass particle
images, which yielded a typical bias error on the fluid velocity
equal to 0.03% of the cylinder peripheral velocity Rx when glass
particles were present (R being the cylinder radius and x its angu-
lar velocity). However, this evaluation does not consider the possi-
bility for a glass particle to appear on the PIV images as a spot of
size comparable to the tracer particle size, a drawback which could
not be avoided. Hence the real phase discrimination error was
probably higher, and measurement results obtained for the carrier
phase in the source region of the jet of particle could not be consid-
ered as absolutely reliable.
2.3. Experimental configurations and measurement uncertainties

Parameters such as the cylinder rotational velocity, the particle
flow rate and granulometry were varied to provide different exper-
imental configurations. The properties of the various configura-
tions are summarized in Table 1.

The airflow in the test rig was characterized by carrying out
measurements in six vertical planes parallel to the front face of
the cylinder (y = constant) and five horizontal planes (z = constant),
located as shown by Fig. 2. As lighting conditions did not allow the
acquisition of a full plane in a single shot, each plane was divided
into 8 frames, overlapping by 22%. The reconstruction of a full mea-
surement plane from these 8 frames introduced some slight loca-
tion uncertainty always lower than 4 pixels, that is 0.68 mm.

The peak locking error of the PIV algorithm induced an uncer-
tainty of 8 mm s�1 on the instantaneous air velocity at
x = 1000 rpm, and of 4 mm s�1 at x ¼ 500 rpm, this error being
without any effect on the mean velocities as pointed out by Chris-
tensen (2004). Each frame of each measurement plane was shot
300 times for single phase cases and 150 times for two-phase
cases, which led to a statistical uncertainty on mean velocities low-
er than 0:2% Rx for single phase cases and 0:4% Rx for two-phase
cases. Thanks to frame overlapping, the number of velocity sam-
ples was doubled for 20% of the measurement points and multi-
plied by four for 2% of them. The time interval between image
pairs was chosen such that successive velocity fields were
uncorrelated.

The interrogation windows used here, of 64 � 64 pixels with
50% overlap, resulted in a resolution of one vector every 5.4 mm,
that is 8000 vectors per measurement plane.

3. Numerical methods

3.1. Gas phase

The airflow generated by the test rig was fully turbulent and
could be considered isothermal and incompressible under the



Table 2
Typical response length of particles.

Particle size
distribution

Cylinder peripheral
speed ðm s�1Þ

Particle diameter
dp95 ðlmÞ

Particle response
length (mm)

100–200 lm 3.41 109 136
100–200 lm 6.83 109 204
50–150 lm 6.83 64 90
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experimental conditions. The finite volume approximation was
used to solve the equations of motion for the fluid. Two approaches
were employed to model the turbulence of the airflow, namely the
realizable k—e model by Shih et al. (1995) with standard wall func-
tions (for single phase cases only), and, on the other hand, large
eddy simulation (LES) relying on the subgrid scale (SGS) model
by Kim and Menon (1997). In this model, SGS stresses are classi-
cally modelled according to a subgrid turbulent viscosity
hypothesis:

sij �
2
3
qksgsdij ¼ �qmt

@ui

@xj
þ @uj

@xi

� �
ð1Þ

where q and u denote the fluid density and mean velocity, respec-
tively, and xi are Cartesian coordinates. The subgrid turbulent vis-
cosity mt is expressed in terms of the cell volume V by

mt ¼ Ck k1=2
sgs V1=3 ð2Þ

and the SGS kinetic energy ksgs is obtained through its transport
equation:

@ksgs

@t
þ @ujksgs

@xj
¼ � sij

q
@ui

@xj
� Ce

k3=2
sgs

D
þ @

@xj
mt
@ksgs

@xj

� �
ð3Þ

where D is the local filter width. The coefficients Ck and Ce are com-
puted dynamically (Kim and Menon, 1997; Kim, 2004). For finite
volume discretization, the local filter width depends explicitly on
the cell volume (i.e., D ¼ V1=3).

The governing equations were discretized on an unstructured
tetrahedral grid, which allowed precise control of the local grid
size, and hence of the LES filter width distribution. A central differ-
encing scheme was used for the convective terms of the momen-
tum equations, together with an implicit second-order time
advancement scheme.

To ensure the SGS model consistency, the computational grid
was built in order to obtain a local cell size equal to the Taylor
microscale k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10mk=e

p
, estimated from a preliminary k–e compu-

tation (m; k; e are the fluid kinematic viscosity, the turbulent ki-
netic energy and its dissipation rate, respectively). At the wall, a
sufficiently resolved LES would require a grid spacing (in wall
units) such that Dyþ � 1;Dxþ � 100 and Dzþ � 20; y being the wall
normal direction and x the mean flow direction (Piomelli, 2004).
This requirement could be satisfied on the surrounding walls of
the test rig, where the flow velocity was moderate, without dra-
matic increase of the computational cost. On these walls, a struc-
tured boundary-layer type mesh was then built, made up of ten
layers of cells with geometrically increasing thickness, located be-
tween yþ ¼ 1 and yþ ¼ 60 (with Dxþ � Dzþ � 50). A no-slip bound-
ary condition was then used for such walls. Regarding the rotating
cylinder wall, fully resolving the near wall region would have been
computationally too demanding. The first grid points were there-
fore located at yþ � 30, and the standard wall function was used
as boundary condition. However, in order to allow for the cylinder
surface roughness, whose dimensionless height is �þ � 7 at
500 rpm and �þ � 13 at 1000 rpm, the wall shear stress was pre-
scribed according to the experimental correlation proposed by
Theodorsen and Regier (1944) in terms of the roughness height.
This approach, which introduced some empiricism especially con-
sidering that, besides particles, the rotation of the cylinder is the
only source of momentum in the test rig, was expected to yield a
correct overall momentum transfer between the rotating cylinder
and the fluid in spite of the crude modelling of the boundary layer.
The near cylinder zone was the only insufficiently resolved region
of the simulation. The resulting grid consisted in 9 � 105 cells at
500 rpm and 1 � 106 at 1000 rpm. From examination of the pre-
dicted residual kinetic energy, it appeared that the maximum value
of ksgs, which occurs in the near cylinder region, was about 12% of
the total turbulent kinetic energy at both rotation speeds.

For the realizable k—e computations (single phase cases only),
the computational grid was the same as for LES except close to
the surrounding walls where standard wall functions were used
(yþ � 60 for the first grid points).

3.2. Discrete phase

The motion of the glass particles emitted by the test rig was
modelled using a Lagrangian approach and two-way coupling with
the gas flow equations.

3.2.1. Initial conditions for the discrete phase
The particle injection properties were deduced from the PDPA

measurements in taking into account the granulometry and the
spatial distribution of particle concentration and velocities at injec-
tion. As particle data could not be collected at a distance closer
than 30 mm from the jet source, the actual injection properties
were unknown. Therefore the initial conditions for particle trajec-
tory computations were set so as to retrieve in the simulations the
particle properties that were measured at 30 mm from the jet
source. This was achieved by means of a prediction–correction
algorithm lying on the assumption of quasi-rectilinear motion of
the particles between their starting location and the first PDPA
measurement plane (further referenced as ‘‘plane 1”, see Fig. 2),
which crosses normally the particle jet at 30 mm from its origin.
This hypothesis was satisfied in practice provided that no inter-
particle collisions occur: given the geometry, it could be assumed
that the particle initial slip velocity was at most comparable to
Rx, from which we could evaluate an initial particle Reynolds
number Repinit

¼ Rxdp=m (dp denoting the particle diameter) and a
typical initial particle response time spinit

:

spinit
¼ sp

finit
¼ 1

finit

qpd2
p

18qm
ð4Þ

where sp is the Stokes response time and finit is the correction factor
for finite Reynolds number, finit ¼ CD=ð24=Repinit

Þ, the drag coefficient
CD being estimated in terms of Repinit

as mentioned in Section 3.2.3
below.

From this initial particle response time, a typical response
length Lp along which the particle motion is governed mainly by
the initial conditions was assessed by Lp ¼ Rxspinit

, assuming a par-
ticle initial velocity equal to Rx. Table 2 reports the corresponding
initial response lengths obtained for the studied configurations,
based on the particle characteristic diameter dp95 (defined so that
95% of the total mass are made up of particles having a diameter
greater than dp95 ). The values of these response lengths confirm
that the fluid had only a weak effect on the particle trajectories
along the first 30 mm separating the initial location of particles
from plane 1. Thus, to estimate the particle injection properties
(velocity up and position) from particle data collected in plane 1,
their equation of motion was approximated by:

dup

dt
¼ � f

sp
up þ G; ð5Þ



Fig. 4. Particle axial (x-direction) mean velocity in plane 1.
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f being still the drag correction factor, i.e., f ¼ CD=ð24=RepÞ with
Rep ¼ jupjdp=m, and G being an unknown constant term acting along
the particle trajectory. Such a procedure amounts to model the ef-
fects of non-negligible (but unknown) fluid velocity through a con-
stant acceleration added to gravity. Using this elementary model
and a simple simulation of the test rig (through realizable k—e mod-
elling and neglecting particle/turbulence interactions), an iterative
algorithm provided particle initial conditions leading to the desired
particle flow properties in plane 1, as measured by PDPA. To ensure
that the simulated particles present the same properties as the
measured particles in plane 1, the convergence criterion was set
to 0.5 mm for positions and to 1 � 10�3 m s�1 for velocity compo-
nents. One iteration of the algorithm was generally sufficient to
reach this level of convergence. The estimate of the equivalent
acceleration G acting along a particle trajectory was computed iter-
atively. For given injection conditions ðup0; xp0Þ and the obtained
properties in plane 1 ðup1;xp1Þ, the convergence criterion on G
was such that the velocities and positions ðu0p1;x

0
p1Þ obtained by

integrating Eq. (5) differ by less than 0.1 mm and 1 � 10�4 m s�1

from the target properties ðup1;xp1Þ.

3.2.2. Efficiency of the algorithm
A validation step was incorporated into the algorithm to ensure

that the initial conditions obtained for each particle are geometri-
cally possible, i.e., the starting location of the particle is inside the
simulated domain. This validation step eliminates the particles
whose velocity and position in plane 1 cannot be explained by
assuming a quasi-rectilinear motion between the jet source and
plane 1. This means that the injection conditions used for the sim-
ulations cannot reproduce the exact velocity distribution measured
in plane 1. As a consequence, even if the predicted particle mean
velocity profiles in plane 1 are in good agreement with the exper-
iments, as shown by Fig. 4, the particle fluctuating velocities in
plane 1 are underestimated since the extreme values of the veloc-
ity distributions can generally not be explained by a quasi-rectilin-
ear motion emanating from the jet source. With the initial
conditions provided by the algorithm, the particle r.m.s. velocity
obtained in plane 1 reaches, on average, 68% of its target (experi-
mental) value. As the assumption of quasi-rectilinear motion of
particles between their injection and plane 1 is valid provided that
the particles interact only with the fluid, it is extremely probable
that the particles for which such linear motion is geometrically
impossible underwent one or several collisions, either with the cyl-
inder or with other particles, as will be discussed later on.
3.2.3. Particle equation of motion
In the considered case in which qp � q, the added mass force,

history force and pressure gradient force can be neglected. Also
neglecting other hydrodynamical effects such as Magnus and Saff-
man lift, the equation of motion used to integrate particle trajecto-
ries reduces to:

dup

dt
¼ 3

4
q
qp

CD

dp
ðu� upÞ þ g ð6Þ

where u is the resolved instantaneous fluid velocity, and g denotes
gravitational acceleration. The drag coefficient CD was expressed
using the correlation of Morsi and Alexander (1972). Inter-particle
collisions were also neglected during trajectory calculation, despite
their possible importance in the jet source region as discussed later
in Section 4.3.

3.3. Coupling between phases

3.3.1. Interaction between particles and resolved scales
Whereas the dispersive effect of the resolved turbulent scales

upon particles is predicted by Eq. (6), it must be kept in mind that
the gas flow may be affected by the discrete phase motion, i.e.,
two-way coupling must be considered. This was achieved by intro-
ducing a source term fv in the momentum equations of the fluid
flow, corresponding to the momentum acquired by the fluid from
the particles. For a given cell of the finite volume discretization,
this source term can be expressed by:

fv ¼ �
1
V

X
particle i in cell

qp
p
6

d3
pi

dupi

dt
� g

� �
: ð7Þ

Hence two-way coupling between the particles and the resolved
scales of the fluid motion was fully taken into account.

3.3.2. Interaction between particles and subgrid scales
The influence of subgrid turbulence scales on particle motion

was neglected in the simulations, considering their long response
time and thus some unresponsiveness to the subgrid scales. More
precisely, assuming that the correlation time scale Tsgs of the sub-
grid fluid velocity along the particle path is of the same order of
magnitude as the eddy turnover time of the subgrid scales, we
can follow Fukagata (2000) to estimate Tsgs as:

Tsgs � 0:37
Dffiffiffiffiffiffiffiffi
ksgs

p ð8Þ

where D ¼ V1=3 is the local filter width. From our simulation results,
a posteriori estimations of Tsgs in the domain were obtained using
Eq. (8), showing that the ratio sp=Tsgs exceeds 4 everywhere. This
observation consolidates our assumption of negligible influence of
the subgrid turbulent fluctuations on the particle motion.

As the way the particles modify the energy transfer from large
scales to subgrid scales is not fully understood, the influence of
particles on subgrid scales was not taken into account here. Still
following Fukagata (2000), however, we can estimate a posteriori
the particle induced modification of the subgrid turbulent viscosity
mt using:

mt ¼ m0
t 1þ 5C3=2

0

p
ap

qp

q

1þ sp

TL

 !1=3

ð9Þ

where C0 is the Kolmogorov constant and m0
t is the subgrid turbulent

viscosity when no particles are present. This estimation predicts
that mt can be modified by more than 10% in the most concentrated
region of the jet of particles, which suggests that the influence of
particles on subgrid scales should have preferably been taken into
account in the jet source region.
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4. Results and discussion

4.1. Single phase cases

The rotating cylinder tends to act like a centrifugal pump, drag-
ging air along its axis while accelerating it into a rotating motion
with radial ejection owing to centrifugal acceleration. The air is
then recycled along the walls of the test rig enclosure. The overall
airflow is quite complex, presenting multiple recirculating regions
due to the geometry of the device.

In Figs. 5 and 6, the mean velocity fields computed by LES as
well as by realizable k—e simulation are compared to the measured
field for a single phase case (i.e., no jet of particles, cylinder rotat-
Fig. 5. Contours of mean velocity magnitude in single phase flow in the vertical
plane y ¼ 0: PIV measurements (top), LES computation (middle) and realizable k—e
computation (bottom).
ing at 1000 rpm), in the vertical plane crossing the test rig at y ¼ 0
(Fig. 5) and in the horizontal plane located at z ¼ 0 (Fig. 6). Contour
plots of in-plane velocity magnitude are drawn, with figures indi-
cating the lower bound of the velocity magnitude in each region,
expressed in percent of the cylinder peripheral velocity Rx. Such
comparisons between experimental and simulated results exem-
plify qualitatively how LES, even if insufficiently resolved spatially,
provides more accurate predictions, in the present case, than a
classical eddy viscosity turbulence model. This can be explained
by the strong streamline curvature and the turbulence anisotropy,
which are known to be particularly unfavourable to eddy viscosity
based RANS models. The anisotropy of the turbulence, a feature
Fig. 6. Contours of mean velocity magnitude in single phase flow in the horizontal
plane z ¼ 0: PIV measurements (top), LES computation (middle) and realizable k—e
computation (bottom).



Fig. 7. Contours of mean velocity magnitude of air in two-phase flow in the vertical
plane y ¼ 0, for x ¼ 1000 rpm: PIV measurements (top), LES computation (bottom).

Fig. 8. Contours of mean velocity magnitude of air in two-phase flow in the
horizontal plane z ¼ 0, for x ¼ 1000 rpm: PIV measurements (top), LES computa-
tion (bottom).
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frequently mentioned for rotor–stator flows (Andersson and Lyg-
ren, 2006), was clearly observed in our test rig through the PIV
measurements of the r.m.s. velocity components (not shown). Such
an observation underlines the need for advanced turbulence mod-
els in the wider area of rotating machinery induced flows.

4.2. Two-phase cases

4.2.1. Gas phase flow
For two-phase cases, the airflow is driven simultaneously by the

rotation of the cylinder and by the jet of glass particles.
Examples of measured and computed mean velocity fields of air

laden with 100–200 lm particles are compared in Figs. 7–9, which
display the contours of mean velocity magnitude in the vertical
plane y ¼ 0 for x ¼ 1000 rpm (Fig. 7) and in the horizontal plane
z ¼ 0 for x ¼ 1000 rpm (Fig. 8) and for x ¼ 500 rpm (Fig. 9). As
regards the simulation results, only LES is evaluated here. The
overall structure of the mean airflow appears to be reasonably well
predicted by the simulations, even if the velocity fields do not
match extremely closely. It should be noted that the involved
velocities are two order of magnitude smaller than the cylinder
peripheral velocity, and that small changes of position generally
resulted in significant changes in velocity field due to the rapid
spatial variations of the flow, which renders a plane to plane com-
parison questionable. The horizontal expansion rate of the particle
driven air jet can be observed to be slightly underestimated by
simulations at 1000 rpm, while at 500 rpm the extremity of the
air jet appears to be more deflected from the back wall (supporting
the cylinder) than what is found in simulations.
As Figs. 7–9 only provide large scale qualitative comparison be-
tween measurements and numerical simulations, examples of de-
tailed mean and r.m.s. velocity profiles for air in the jet of particles
are given in Fig. 10 (mean velocity) and Fig. 11 (fluctuating veloc-
ity). Velocities are still expressed in percent of the cylinder periph-
eral velocity, and error bars correspond to 95% confidence interval.
In the core region of the jet, air is accelerated by particles, which
results in a compensatory inflow coming from outer region of the
jet. Close to the cylinder, air is accelerated in the opposite direction
by the rotation of the cylinder, and is therefore submitted to in-
tense shear. Unfortunately, due to strong light reflection satisfac-
tory resolution of PIV measurements in this zone could not be
achieved. It should also be noticed that the turbulent boundary
layer thickness at the cylinder wall at such rotation speeds is com-
parable to the size of the interrogation windows used for PIV,
hence the boundary layer was not resolved at all by our
measurements.

Regarding the fluctuating velocities of the gas phase, compari-
son is not straightforward because velocity fluctuations are filtered
out spatially and temporally by both PIV and LES: PIV filtering de-
pends, among other, upon the interrogation window size, upon the
homogeneity of the flow and of the tracer distribution, and upon
the shooting interval, while LES filtering depends explicitly on
the local cell volume and on the related time-advancement step.
The velocity fluctuations evaluated experimentally and numeri-
cally are therefore underestimated and filtered on a different basis,
which makes their comparison questionable. Considering however
that most of the fluctuations are due to large eddies which are



Fig. 9. Same caption as Fig. 8, except x ¼ 500 rpm: PIV measurements (top), LES
computation (bottom).
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taken into account by both PIV and LES, the examples of measured
and simulated RMS velocity profiles reported in Fig. 11 (1000 rpm
case with 100–200 lm particles) show that the level of the numer-
ically predicted fluid fluctuations is in good accordance with the le-
vel of measured fluctuations, as far as the two quantities can be
compared considering their different nature and statistical uncer-
tainties. Further experimental investigations seem to be needed
to conclude definitely on that matter.

4.2.2. Discrete phase flow
Particle mean velocity profiles obtained for x = 1000 rpm and

dp = 100–200 lm are displayed in Figs. 12 and 13, in which veloc-
ities are still expressed in percent of the cylinder peripheral veloc-
ity, and error bars corresponding to 95% confidence interval are set
for each measurement point. Measured and simulated profiles can
be observed to be close to one another, even if the agreement de-
creases as the distance separating the profile section from the jet
source increases. This could be expected considering that differ-
ences existing between the predicted and the simulated airflow af-
fect only slightly the particle motion at distances shorter than their
typical response length, which is about 200 mm in this case (see
Table 2).

As regards the particle fluctuating motion, measured and
computed profiles of r.m.s. velocities in directions x and y are
shown in Fig. 14 in the same flow case. Close to the jet source,
the predicted fluctuations can be seen to be significantly smaller
compared to experimental values: this is clearly a remnant of
the particle initial conditions used for the simulations, for which
velocity fluctuations are underestimated by construction as was
pointed out above in Section 3.2.2. As the distance from the
jet source increases, particle velocity fluctuations in the y and
z (not shown here) direction decrease both in simulations and
experiments. By contrast, the simulated particle fluctuating
velocity in the main direction of the jet ðxÞ increases slightly
with the distance from the jet source, while the measured fluc-
tuations decrease imperceptibly, so that simulation results finally
catch up with measurements. This difference of behaviour could
be explained by considering the differential deceleration of par-
ticles in the x-direction caused by the spread of the particle size
distribution. In this direction, the particle slip velocity is maxi-
mum and so is particle drag. Given their difference in response
time, the smallest particles are then already slowed down while
the largest particles remain hardly affected, and hence the
spread of the particle velocity distribution is expected to in-
crease. This would be true if only fluid–particle interactions were
influent, which is the case in simulations. In practice, however,
particle-to-particle collisions are influential and tend to oppose
themselves to such an increase of particle fluctuating velocities
by increasing the spread rate of the particle jet, by transferring
particle translation kinetic energy to rotational kinetic energy,
and by making the particle velocity fluctuations more isotropic.
On the whole, one can nevertheless observe that acceptable
agreement is found between measurements and simulations
regarding the particle fluctuating motion.

4.3. Discussion on inter-particle collisions

It has been widely observed in two-phase flows that inter-par-
ticle collisions may have a major effect on particle mean velocity
and concentration profiles, even for dilute laden flows in which
the particle volume fraction does not exceed 10�4 (Tanaka and Tsu-
ji, 1991; Oesterlé and Petitjean, 1993; Kulick et al., 1994; Sommer-
feld, 1995; Yamamoto et al., 2001). To assess the particle volume
fraction in our experiments, one can coarsely consider the particle
source as being a rectangle of 16� 2:5 mm, i.e., of area
S ¼ 40 mm2; assuming that the particle initial velocity is close to
the cylinder peripheral velocity Rx, and given the particle mass
flow rate qm, the initial particle volume fraction at the jet source
can be approximated by ap0

¼ qm=ðqpRxSÞ. Depending on the stud-
ied configurations, ap0 thus varies within the range 1:4� 10�3 to
4:4� 10�3, which already suggests some noticeable influence of
particle collisions. If we now assume that the motion of distinct
particles is uncorrelated and that their velocity fluctuations are iso-
tropic (with standard deviation rp), we can follow Abrahamson
(1975) to estimate the mean intercollision time sc for particles:

sc ¼
ffiffiffiffi
p
p

dp

24aprp
: ð10Þ

As the behaviour of the dispersed phase is known to be signifi-
cantly affected by inter-particle collisions for sp=sc > 1 (Crowe
et al., 1998; Sommerfeld, 2001; Chagras et al., 2005), it is interest-
ing to assess the particle response time in the jet source region
and to compare it to sc . In the most favourable cases, the particle
initial slip velocity is equal to their ejection speed, that is Rx, and
thus the shortest possible initial particle response time spinit

is gi-
ven by Eq. 4: assuming that the initial value of rp is close to the
particle r.m.s. velocity measured at 30 mm from the jet source,
i.e., rp � 0:15 Rx, we obtain a lower bound for the ratio spinit

=sc

at the jet source within the range 4–15, depending on the consid-
ered configuration. From this ratio we can conclude that particle-
to-particle collisions predominate over aerodynamical effects in
the source region of the jet.

Experimental data show that particle-to-particle collisions
remain influential at some distance from the jet source, as can
be seen in Fig. 15 which displays measurements of the ratio



Fig. 10. Air velocity profiles in two-phase flow: comparison between PIV measurements (light lines with error bars) and LES computation (thick lines) for the x-component of
mean velocity in the vertical plane y ¼ 0 (top) and in the horizontal plane z ¼ 0 (bottom).
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sp=sc in the jet cross-section located at x ¼ 30 mm. Similar mea-
surements made at 60 mm from the jet source led to sp=sc � 0:3
in the core region of the jet, showing that the effect of inter-par-
ticle collisions might be neglected beyond this distance.

Disregarding particle-to-particle collisions in the numerical
simulations is therefore an important source of error in repro-
ducing the particle behaviour in the initial region of the jet,
where such collisions transfer translation kinetic energy to rota-
tional energy, which deeply affects the velocity distribution of
particles and results in high speed rotation motion of particles.
Moreover, hydrodynamical forces such as Magnus lift may even
no longer be negligible in this region.



Fig. 11. Fluctuating velocity profiles of air in two-phase flow in the vertical plane y ¼ 0: comparison between PIV measurements (light lines with error bars) and LES
computation (thick lines) for the r.m.s. velocity in direction x (top) and in direction z (bottom).
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5. Concluding remarks

A gas–particle flow representative of machining induced two-
phase flows was investigated both experimentally and numeri-
cally. The flow was driven simultaneously by a rotating piece and
by a highly inertial jet of glass particles. Experiments were carried
out using PIV for the gas phase and PDPA for the dispersed phase,
while numerical predictions were achieved by means of an Euleri-
an–Lagrangian approach with two-way coupling.

As could be expected, a standard eddy-viscosity turbulence
model such as realizable k—e was shown to perform poorly even
in predicting the airflow in the single phase case. This can be ex-



Fig. 12. Particle velocity profiles: comparison between PDPA measurements (dashed lines with error bars) and LES computation (solid lines) for the axial (x-component)
mean velocity in the vertical plane y ¼ 0 (top) and in the horizontal plane z ¼ 0 (bottom).
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plained by the highly swirling aspect of the flow and by the inabil-
ity of eddy-viscosity RANS models to handle the turbulence anisot-
ropy which was observed through PIV measurements of velocity
fluctuations. Therefore a LES modelling approach, however based
on a wall function near the cylinder wall to be workable in an
industrial context, was chosen for the Eulerian prediction of the
airflow, providing better results despite the empiricism involved
in the low degree of modelling.

Concerning the two-phase case, the advantage of using LES in-
stead of RANS modelling lies mainly in the implicit coupling be-



Fig. 13. Particle velocity profiles: comparison between PDPA measurements (dashed lines with error bars) and LES computation (solid lines) for the vertical (z-component)
mean velocity in the vertical plane y ¼ 0 (top) and for the y-component of mean velocity in the horizontal plane z ¼ 0 (bottom).
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tween the particles and the resolved scales of the fluid turbulence,
without the need of any dispersion model, thus resulting in more
physical and more universal description of the fluid–particle inter-
actions. Quite satisfactory agreement was observed between simu-
lations and experiments considering the complexity of the flow
and the difficulties arising from the determination of proper injec-
tion conditions for the particles. The overall structure of the mean
airflow was fairly well predicted, even if experimental and numer-



Fig. 14. Profiles of particle fluctuating velocity in the horizontal plane z ¼ 0: comparison between PDPA measurements (dashed lines with error bars) and LES computation
(solid lines) for the r.m.s. velocity in direction x (top) and in direction y (bottom).
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ical results do not match perfectly. It is unclear whether the slight
discrepancies between measured and predicted airflows can be
attributed to the sole modelling approach, since other phenomena
were shown to be possibly influential. Besides the issue of particle
initial conditions, direct comparisons were made difficult because
of the rapid spatial variations of the flow since small position
uncertainties could result in large variations of any considered
quantity. Moreover, the measurement error for air velocity was
higher in regions of high concentration of particles, especially near
the inception of the jet, because of the intricate problem of phase



Fig. 15. Contours of measured ratio sp=sc at x = 30 mm (x = 1000 rpm, dp = 100–
200 lm, 49 points-based evaluation).

724 E. Belut et al. / International Journal of Multiphase Flow 35 (2009) 710–724
discrimination. Besides inevitable bias arising from the discrimina-
tion algorithm, the high rejection rate of measurements in such
zones did not always allow satisfactory statistical convergence. It
should also be noticed that the true velocity fluctuations of air re-
mained unavailable for comparisons because PIV provides only fil-
tered fluctuations. It is therefore clear that there was still some lack
of experimental data for two-phase cases in the jet source region.

Even if promising results were obtained, closer validation seems
to be required for the long-term purpose of our study, especially
concerning the turbulence modification by particles: turbulence
intensity was found to range typically between 30% and 100% in
the test rig, therefore turbulent transport would be the most influ-
ent dispersion factor if a passive pollutant were emitted simulta-
neously with the solid particles. The objective of better validation
of particle–turbulence interactions necessarily goes through a bet-
ter knowledge and modelling of the particle behaviour close to the
jet source. We showed that the effect of particle-to-particle colli-
sions is significant in this region and may persist along a noticeable
distance. This underlines the main weakness of our simulations
since collisions probably play some role in the velocity distribu-
tions of particles as well as in the spread rate of the jet. Further
work will be devoted to the implementation of inter-particle colli-
sions into the process of Lagrangian trajectory computation using a
probabilistic collision model (Oesterlé and Petitjean, 1993; Som-
merfeld, 2001). Let us mention finally another aspect requiring fur-
ther development, namely the possible effect of particles upon the
subgrid scales, which was not taken into account here in spite of
some possibly noticeable effect due to the locally high mass frac-
tion of particles.
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